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A B S T R A C T 

Introduction: Simulated patient applications play a pivotal role in modern medical education, providing a safe 
space for students to practice and receive feedback. This study delves into the assessment of these applications 
using various raters and explores the inter-rater reliability, focusing on self-assessment, peer assessment, 
simulated patient assessment and trainer assessment methods. 

Methods: This study used a comparative quantitative research design in which 34 students participated in 
simulated patient interviews and were evaluated by four groups of evaluators. The study analyzed the scores 
using ANOVA tests and calculated inter-rater reliability using Intraclass Correlation Coefficient (ICC), Cohen's 
Kappa, Fleiss' Kappa, and Light's Kappa statistics. 

Results: The study revealed distinct assesment patterns: self-assessment and peer assessment were 
generous, providing diverse feedback. Simulated patient and trainer assessment yielded consistent results 
within a model and after standardized training. ANOVA analysis confirmed significant differences between the 
groups (p<0.001). ICC and Kappa values varied, emphasizing the importance of clarity in training and evaluation 
criteria. 

Discussion: Despite limitations due to the small sample size, the study emphasized the need for multifaceted 
assessments in simulated patient practices. Compared with the evaluators' scoring, it was evaluated that the 
training received by the simulated patients before the assessment and the discussions on scoring were 
appropriate for standardization. The results of our study revealed the necessity of clear instructions and 
standardization trainings to increase the reliability and validity of assessment and evaluation in the process of 
evaluating simulated patient interviews with the developed rubric, and the feasibility of using various 
perspectives such as self-assessment and peer assessment. Future studies can further develop assessment 
methodologies to ensure comprehensive and objective evaluation of simulated patient practices. 
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1. Introduction

Simulated patient applications are interactive and realistic educational tools used for the development 

of practical skills for medical students and healthcare professionals (1). These applications are 

specifically designed to provide users with experience before performing professional skills on/with real 

patients (1,2). Simulated patient applications include virtual patients imitating various clinical scenarios 

and conditions  (3). These applications offer various opportunity for students and experts like; to practice 

clinical examination skills, diagnostic abilities, intervention skills for emergencies or routines, and critical 

skills such as communication, manangement and clinical thinking skills (4). Simulated patient 

applications hold great importance in terms of "patient safety" (5,6). They reduce the risk of conducting 

experiments on real patients while providing the chance to make mistakes and receive feedback during 

the learning process (1). These applications enhance patient safety by providing medical students and 

Ö Z E T 

Giriş: Simüle hasta uygulamaları, modern tıp eğitiminde önemli bir rol oynamakta olup öğrencilere pratik 
yapma ve geri bildirim imkânı sunar. Bu çalışma, bu uygulamaların değerlendirilmesini ele almakta ve öz-
değerlendirme, akran değerlendirmesi, simüle hasta değerlendirmesi ve eğitmen değerlendirmesi 
yöntemlerini içeren çeşitli değerlendirme yöntemlerinin arasındaki değerlendirme güvenilirliğini 
incelemektedir. 

Yöntem: Bu çalışma karşılaştırmalı bir nicel araştırma tasarımı kullanılmış, 34 öğrenci simüle hasta 
görüşmelerine katılmış ve dört grup değerlendirici tarafından değerlendirilmiştir. Çalışma, ANOVA testlerini 
kullanarak skorları analiz etmiş ve Intraclass Correlation Coefficient (ICC), Cohen's Kappa, Fleiss' Kappa 
ve Light's Kappa istatistiklerini kullanarak değerlendirme güvenilirliğini hesaplamıştır. 

Sonuçlar: Çalışma, farklı değerlendirme kalıplarını ortaya koymuştur: öz-değerlendirme ve akran 
değerlendirmesi cömert olup çeşitli geri bildirimler sunmuştur. Simüle hasta ve eğitmen değerlendirmesi ise 
bir model kapsamında ve standardize bir eğitim sonrasında uyumlu sonuçlar vermiştir. ANOVA analizi 
gruplar arasında önemli farklılıkları doğrulamıştır (p<0,001). ICC ve Kappa değerleri farklılık göstermiş, 
değerlendirme kriterlerindeki açıklığın önemini vurgulamıştır. 

Tartışma: Küçük örneklem büyüklüğünden kaynaklanan sınırlamalara rağmen, çalışma simüle hasta 
uygulamalarında çok yönlü değerlendirmelerin gerekliliğini vurgulamıştır. Değerlendiricilerin puanlamaları 
ile karşılaştırıldığında ölçme ve değerlendirme öncesinde simüle hastaların aldıkları eğitim ve puanlama 
üzerine yürütülen tartışmaların standardizasyon için uygun olduğu değerlendirilmiştir. Çalışmamızın 
sonuçları; simüle hasta görüşmelerinin hazırlanan rubrik ile değerlendirilmesinde ölçme ve değerlendirme 
güvenilirliğini ve geçerliğini artırmak için açık talimatların ve standardizasyon eğitimlerinin gerekliliğini, öz-
değerlendirme ve akran değerlendirmesi gibi çeşitli bakış açılarının kullanılabilirliğini ortaya koymuştur. 
Gelecekteki çalışmalar, simüle hasta uygulamalarının kapsamlı ve objektif değerlendirmesini sağlamak için 
değerlendirme metodolojilerini daha da geliştirebilir. 

Anahtar Kelimeler: Tıp Eğitimi, Simüle Hasta Uygulamaları, Akran Değerlendirmesi, Öz-Değerlendirme 
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healthcare workers with a safe environment to practice. Additionally, simulated patient applications 

contribute healthcare professionals to be more competent and reliable in patient care (4,7). While 

providing a realistic experience, these applications also improve the learning process and enhance the 

quality of healthcare services (7,8). These applications help future healthcare professionals make better 

decisions in patient care, effectively manage emergency situations, and improve patient communication 

skills (1,6–8). Using simulated patients in health and medical education create an important tool for 

medical students and healthcare professionals to enhance practical skills and increase patient safety 

(4,5,9). These applications offer students to have an opportunity to practice in a realistic/authantic 

environment with also having an opportunity to make mistakes and allowing them to learn from their 

mistakes and develop by receiving feedback (6–8). The widespread use of simulated patient 

applications contributes to improving the quality of healthcare services and providing better patient care. 

 

Süleyman Demirel University Faculty of Medicine is one of Turkey's institutions for medical education. 

In 2019, the 'Simulated Patient Laboratory' was established within the Faculty of Medicine at Süleyman 

Demirel University. However, after the establishment of the laboratory, the Covid-19 pandemic occurred 

and formal education was moved to virtual education. Following the COVID-19 pandemic, in the 

academic year 2022-2023, the implementation of simulated patient training program was initiated to 

enhance the communication skills of 3rd-year students during patient interactions. A comprehensive 

approach has been adopted for the assessment of students' interactions within these applications. In 

these assessments, the feedback process has been enriched through self-assessment, peer 

assessment, assessment by simulated patients, and assessment by medical educators. 

 

Self-assessment refers to participants evaluating their own performance, identifying strengths and 

weaknesses, and determining opportunities for future improvement (10). In simulated patient trainings, 

this assessment process enables students and healthcare professionals to critically examine their own 

skills, levels of knowledge, and professional behaviors. Self-assessment encourages students and 

healthcare professionals to realistically evaluate their own performance, while also promoting critical 

thinking and the development of reflective practice skills (10,11). With the scope of watching the 

recorded videos of their performance of simulated patient interview, students were able to self assessed 

themselves. After training with simulated patient, participants have the opportunity to observe and 

analyze themselves. This enables them to recognize their strengths, identify areas for improvement, 

and proceed with a more conscious approach towards setting personal learning goals. The self-

assessment process allows participants to provide themselves with effective and instructive feedback. 

The ability to assess one's own performance helps students and healthcare professionals effectively 

manage their learning process. Moreover, the self-assessment process enhances motivation among 

participants to reach learning objectives and consistently improve their professional development 

(10,11). By promoting personal and professional growth, the self-assessment process supports students 

and healthcare professionals in delivering patient care more competently. In simulated patient 

applications, self-assessment becomes a crucial tool that enriches the learning experience and 

facilitates participants' continuous progression towards self-improvement (11). 

 

Peer assessment involves students and healthcare professionals providing feedback to each other by 

observing and supporting each other in a collaborative learning environment (12). There are many 

studies related to peer education in medical education (12,13). Peer assessment in simulated patient 

practices provides participants with the opportunity to collaborate, conduct skill analyses, and work on 

improvement together (12). Peer assessment plays a significant role in simulated patient practices 

because it allows participants to objectively evaluate each other's performances with different 

perspectives and experiences and also learn from others performances (13). This assessment process 

assists students and healthcare professionals in identifying their strengths and areas for improvement. 

Additionally, Additionally, receiving peer feedback before practicing with or on real patients enables 

participants to learn from mistakes and enhance their skills in a safe environment (10,11). Peer 

assessment encourages development in critical areas such as communication skills, collaboration 

abilities, and professional conduct (12,13). Peer reviews conducted in simulated patient practices help 
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healthcare professionals recognize their strengths and weaknesses and continually improve themselves 

(12–14). 

 

With the scope of Simulated Patients Training programs in our curriculum, all simulated patients enrolled 

a certificated educational program. In the context of this program, they also took a course about 

observing and assessing the students performance and giving feedback through the observation. The 

Calgary-Cambridge Consultation Model (Guide) was followed as an educational resource. The 

educators from Department of Medical Education and Informatics created a new rubric based on this 

resource. Both students and simulated patients there informed about this rubric and the principles of 

using it. In addition, simulated patient interviews are also scored by medical educators in our faculty and 

another feedback from a different perspective is also given in accordance with this scoring. 

 

In this process, a need for analysis has emerged regarding the evaluation of raters for the overall 

evaluation of training effectiveness. “Inter-rater reliability” refers to the consistency between different 

raters in an evaluation or scoring process. This evaluates the agreement and similarity between the 

results of different raters scoring the same samples using the same evaluation criteria. Inter-rater 

reliability is important for the objectivity and reliability of the evaluation process. High inter-rater reliability 

means that different raters give similar or consistent results when evaluating the same samples (15). 

This indicates that the evaluation process is reliable and there is agreement between different raters. 

Inter-rater reliability ensures that the evaluation process is free from subjective judgment and that the 

evaluation is made objectively and fairly. Additionally, inter-rater reliability ensures the consistency and 

validity of the evaluation process, making the results more reliable and stable. 

 

One of the most common methods used to calculate inter-rater consistency in the literature is the 

"Intraclass Correlation Coefficient" (ICC) (15–17). ICC measures the consistency and agreement 

between raters when different raters evaluate the same samples (16). ICC calculates inter-rater 

reliability by taking into account different variance components (17,18). 

 

The Kappa statistic is also used to calculate inter-rater consistency. (19). Kappa statistics is a statistical 

method used to measure the agreement between two or more raters when evaluating data on a nominal 

or ordinal scale (19,20). The kappa statistic aims to calculate true agreement beyond random agreement 

between raters (21). The kappa statistic shows how rater-rated agreement compares to random 

agreement (20,22). A positive kappa value may indicate that raters were better at agreeing, while a 

negative kappa value may indicate that agreement was worse than random. The kappa statistic is 

calculated by dividing the observed agreement rate by the expected random agreement rate. This 

statistic is considered corrected for random agreement between raters. Kappa value takes a value 

between 0 and 1, 0 indicating no agreement and 1 indicating complete agreement. In Kappa statistics, 

values less than 0.5 indicate poor reliability, values between 0.5 and 0.75 indicate moderate reliability, 

values between 0.75 and 0.9 indicate good reliability, and values greater than 0.90 indicate excellent 

reliability (20,22). 

 

The kappa statistic is an important tool for measuring consistency between raters and the reliability of 

the evaluation process (22,23). However, it is important to implement and interpret it correctly, 

depending on the characteristics of the evaluation process, the type of data and its purpose (22,23). 

 

Fleiss' Kappa: Fleiss' Kappa is a statistical method derived from Cohen's Kappa and used in the analysis 

of categorical data (24). Used when multiple raters evaluate nominal or ordinal data (24–26). 

 

Light's Kappa is a variation of the Kappa statistic that calculates the average of all combinations of one-

to-one Kappa values between raters (27). It is a measure of scoring agreement that takes into account 

multiple raters and their pairwise agreements. When calculating Light's Kappa, you first calculate the 

Kappa statistic between each pair of raters (28). Then, by averaging all these pairwise Kappa values, 

you get Light's Kappa (23). This method provides an overall measure of agreement that takes into 
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account each rater's agreement with all other raters. Light's Kappa is particularly useful when multiple 

raters are involved in the evaluation process (21,28). It provides an overall rating by taking into account 

the agreement of multiple raters. By considering all combinations of one-to-one Kappa values, Light's 

Kappa provides a more robust estimate of agreement between raters and captures an overall consensus 

or disagreement between raters. It helps evaluate the consistency and reliability of evaluation results in 

a study or evaluation process involving more than one rater. 

 

Aim: This study aims to compare the scores of different raters within the scope of "inter-rater reliability" 

in simulated patient training program that conducting in Suleyman Demirel University, Faculty of 

Medicine in the third year of undergraduate medical program. 

 

2. Material and Method 
 
The study was designed comparatively in a quantitative research design. Approval was received for the 

study from the Süleyman Demirel University Clinical Research Ethics Committee (Date: 16.08.2023 

No:168). Süleyman Demirel University Simulated Patient Laboratory data were used for the study. In 

the study, scenarios prepared for "improving patient- physician interviewing skills" were used for 34 

students. Within the scope of these scenarios, students interviewed with simulated patients. The 

interviews were scored by 4 different groups of raters (Self-assessment scoring, Peer assessment 

scoring, Simulated patient assessment scoring, Trainers’ assessment scoring). Means and standard 

deviations of the ratings were calculated. Scorings were shown graphically. Statistical difference 

between scores was analyzed with ANOVA test. ANOVA (Analysis of Variance) is used to examine 

differences between groups. ANOVA analyzes how a dependent variable varies depending on one or 

more independent variables. The p value obtained as a result of the ANOVA test helps determine 

whether the difference between groups is statistically significant. If the p value is less than a certain 

alpha level (usually 0.05), the difference between groups is considered significant. In our study, if the p 

value was less than a certain alpha level (usually 0.05), the difference between the groups was 

considered significant. 

 

The common method used in inter-rater analyzes is interclass correlation coefficient (ICC) analysis. ICC 

is a widely used statistical method to evaluate the degree of consistency between different raters on a 

measure. With this analysis, the level of reliability is measured by calculating the degree of correlation 

between the scores given by the raters. A two-factor model ICC is recommended to evaluate the 

reliability of measurements made by different raters for the same students. In our study, Cohen's Kappa 

coefficient was calculated for correlation analysis. In addition to Cohen's Kappa coefficient, Fleiss' 

Kappa and Lights Kappa were also calculated. 

 
3. Results 
 
34 third-year medical school students participated in the study (n:34). 20 (59%) of the students were 

women and 14 (41%) were men. In this study, data of 34 students were evaluated. According to the 

self-assessment results, the average score of the participants was 54.06±5.10 (mean ± standard 

deviation), with the minimum score of 43, and the maximum score of 60. According to the peer scoring 

results, the average score of the participants was 54.43±5.69, with the minimum score of 37 and the 

maximum score of 60. According to the simulated patient scoring results, the average score of the 

participants was 47.38±7.83, with the minimum score of 34 and the maximum score of 60. According to 

the trainer scoring results, the average score of the participants was 48.41±6.70, with the minimum 

score of 36 and the maximum score of 60 (Table 1). 
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      Table 1. Scoring of Students 

 n Mean ± 
Standard 
Deviation 

Min Max 

Self-assessment 34 54,06 ± 5,10 43 60 

Peer scoring 34 54,43 ± 5,69 37 60 

Simulated patient 34 47,38 ± 7,83 34 60 

Trainer rating 34 48,41 ± 6,70 36 60 

 

The graph of the interview scores shows the distribution of the Self-assessment scoring/Peer scoring 

and Simulated patient scoring/Trainer scoring groups (Graph 1). 

 

                                                            Graph 1. Interview Scores 

 

 

 

 

ANOVA analysis among the raters in the study showed that there was a statistically significant difference 

between the groups (p<0.001). Examination of the relationship between self-assessment and peer 

assessment showed that there is no statistically significant difference (p = 0.684). And also comparing 

the simulated patient assessment scores and trainers’ assessment scores again no statistically 

significant difference was found (p = 0.149). There is a statistically significant difference between self-

assessment scores comparing with simulated patient and trainers’ assessment scores (p<0.001). 

Similarly, there is also a statistically significant difference between peer assessment scores comparing 

with simulated patient and trainers’ assessment scores (p<0.001) (Table 2). 
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Table 2. ANOVA (Repeated Measures ANOVA (Non-parametric)) 

 

 Peer scoring Simulated patient Trainer rating 

Self-assessment 0.684 < 0.001 < 0.001 
Peer scoring  < 0.001 < 0.001 
Simulated patient   0.149 

Friedman 

χ² df p 

35.83  3  < .001  

 

 

For all raters, ICC was calculated as 0.40 and Fleiss' Kappa was calculated as 0.724. Peer scoring-self-

evaluation scoring ICC was calculated as 0.64 and Light's Kappa was calculated as 0.912. For simulated 

patient scoring-Trainer scoring, ICC was calculated as 0.96 and Light's Kappa was calculated as 0.140 

(Table 3). 

 

                                                         Table 3. Inter-rater reliability 

 

 Raters ICC Fleiss’ Kappa 
Lights 
Kappa 

p 

All raters 
4 0.40 0,724   

Scoring your peer - scoring with  

self-evaluation 
2 0,64  0,912 0,912 

Simulated patient scoring –  

Trainer scoring 
2 0,96  0,140 <0,001 

 
 

4. Discussion and Conclusion 
 
In medical education curriculums, for patient safety and students development training the students  with 

simulated patients before practicing with or on real patients, have taken their place as an important 

element of modern medical education (1,8,29).  

 

In this study, we aimed to evaluate the inter-rater reliability and compare the assessment scores of 

different raters enrolled in assessment process of Suleyman Demirel University, Faculty of Medicine’s 

training program with simulated patients. Although the low number of participants of this pilot study is 

considered a limitation, it provides very valuable information in terms of the feedback it provides. 

 

In literature in lots of study the researchers explored the effectiveness of simulated patient scoring and 

trainer scoring in medical education (29,30). Several studies have explored the impact of self-reflection, 

self-assessment, and peer-assessment on simulated patient counseling sessions (31,32). Although 

there is no consensus on this issue yet, it is common to think that it would be useful to evaluate students 

from different aspects (30–33). The study aimed to determine which method of scoring was more reliable 

and valid in assessing medical students' clinical skills.  
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The researchers hypothesized that simulated patient scoring would provide similar and objective 

evaluations compared to trainer scoring.In the study, it was shown that there were two main groups in 

scoring: peer scoring/self scoring and simulated patient scoring/trainer scoring. Although there was no 

statistically significant difference between self-scoring and peer scoring in the study, it was seen that 

these groups acted more "generously". Peer scoring and self-ratings are very valuable in that they 

provide evaluation and feedback from different perspectives. However, it does not provide sufficient 

evidence for conversion into notes in terms of objectivity.  

 

This area can be developed with more comprehensive studies planned in the future. Although there was 

no statistically significant difference between the scores of the simulated patients and the scores of the 

medical educators, it was observed that they acted more "frugally". It is important that training, 

instructions, and evaluation criteria are clear and unambiguous to ensure high reliability between raters 

during the evaluation process. In the study, it was observed that the scores of simulated patients who 

enrolled a certifigated education program were compatible with the trainers. These ratings provide 

stronger evidence in terms of objectivity. 

 

Evaluation from different aspects is very valuable in evaluating simulated patient applications. We 

believe that the scoring process can be improved with more comprehensive studies designed to score 

simulated patient applications. 
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